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Abstract. The concept of exciton implies a collective excited state able to travel in a 

particle-like fashion. Its size is determined by the radius of excited electron-hole pair and, 

although it may vary by two orders of magnitude, it is always spatially restricted, while its 

delocalization length owing to the exciton wavefunction spatial dynamics may provide 

even a larger scale of changes. In this work, the limitations of exciton sizes are discussed by 

analysis where the exciton concept is still applicable. It is shown that the exciton size can 

be as small as few angstroms, but even smaller sizes can be, probably, justified. At the 

same time, coupling of exciton to polariton mode can enlarge the exciton-polariton 

coherence length to values as high as 20 µm, thus extending the scale of possible exciton 

sizes up to five orders of magnitude. 
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1. Introduction 

A simplified model of exciton is often presented as an 

excited electron-hole pair bound by the Coulomb 

attraction. However, in the early works the exciton was 

treated as collective excitation of atoms in a crystalline 

lattice [1]; therefore, the above definition is not full, 

because it does not take into account collective nature of 

the exciton that imposes specific features and which 

differentiates the exciton from a single-electron 

excitation of an isolated atom or a molecule. The 

collective nature of exciton can be considered using two 

ways. The two aspects of collective optical excitations 

are related to strong and weak coupling regimes, 

respectively, between excited subunits of the system. 

First, strong coupling, when all subunits of the system 

are excited coherently, in terms of the models proposed 

by Davydov and Kasha [2, 3], which usually takes place 

in crystalline semiconductors or molecular assemblies, 

where different sites of the crystalline lattice are excited 

simultaneously, providing an excited state of an 

ensemble of electrons and holes. On the other hand, the 

weak coupling regime is associated with the other 

important feature of exciton, i.e., the excitonic (Förster) 

energy transfer. This was first mentioned by the inventor 

of exciton J. Frenkel in 1931, who also considered 

spreading of atomic excitation in a dielectric crystal [1]. 

In this case, the excitation can extend over two or more 

crystal subunits, but in a sequential, not coherent, mode, 

i.e., it has both temporal and spatial dynamics. Thus, just  

a dynamic nature makes a clear difference between the 

exciton and molecular or atomic excitation [4]. 

Therefore, a more precise definition of exciton can be 

found, for example, in Collins English Dictionary as “a 

mobile neutral entity in a crystalline solid consisting of 

an excited electron bound to the hole produced by its 

excitation” [5], or in Encyclopedia Britannica as “the 

combination of an electron and a positive hole (an empty 

electron state in a valence band), which is free to move 

through a nonmetallic crystal as a unit” [6].  

The above aspects of the exciton properties also 

provide two viewpoints on the exciton size. The first one 

normally considers the exciton size as an average 

distance between electron and hole in the excited 

electron-hole pair, and the second viewpoint takes into 

account exciton delocalization, where the latter is 

determined by the center of mass distribution width, i.e., 

where the wavefunction of the exciton is spatially 

located, or the space which electron-hole wave packet 

can explore coherently. The relationship between above 

two aspects of the exciton size can be seen on the 

following examples. First, J-aggregates of some organic 

dyes can consist of hundreds of molecules, but the 

exciton seizes a smaller amount, from few to several tens 

of molecules, respectively, which are excited coherently; 

this relatively large amount compared to size of Frenkel 

exciton constitutes the delocalization or coherence length 

of the exciton in J-aggregates, whereas the electron-hole 

separation in the Frenkel exciton is confined to one  
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molecule only. The other example concerns behavior of 

conjugated polymers. Whereas the mean electron-hole 

distance due to π-π* excitations which are delocalized 

over the conjugated polymer chain and which have 

similar spatial overlap can be the same, the extent of 

exciton delocalization determined by the effective 

conjugation length may vary significantly for some 

polymers. Particularly, the exciton coherence length  

is different for the hot and cold excitons, because  

the hot excitons possessing a higher energy are more 

delocalized as compared to the relaxed cold excitons [7]. 

For example, delocalization of the hot exciton in 

poly(paraphenylenevinylene) (PPV) oligomers with the 

length of up to 14-mer occurs over the whole oligomer 

chain, whereas after vibrational relaxation of the hot one 

to the cold exciton excitation becomes distributed over 

about four repeat units [8]. 

In this work, the limitations of exciton size are 

discussed by analysis of the different excitation types 

(Fig. 1), where the exciton concept is still applicable. It is 

shown that the exciton size can be as small as few 

angstroms, but even smaller sizes can, probably, be 

justified. On the other hand, the exciton delocalization 

length can be as high as tens of micrometers due to self-

interference with polariton modes in the optical cavity. 
 

 

 
 

 
 

Fig. 1. Schematic presentation of excitons mentioned in the 

text: (a) Wannier–Mott exciton in a crystal lattice; (b) Self-

trapped exciton (arrows indicate lattice distortion); (c) Energy 

scheme for excitation of free hot and cold excitons, and 

conversion to self-trapped exciton; (d) Frenkel excitons in a 

disordered ensemble of molecules; (e) Delocalized exciton in  

J-aggregate; (f) Energy scheme representing a Rashba exciton 

due to splitting in valence and conduction bands by spin-orbit 

coupling. 

2. Low limit of the exciton size 

We start from the analysis of low limit of exciton size. 

Here, Frenkel excitons in organic chromophores and the 

self-trapped exciton (STE) in organic and inorganic 

materials are relevant to consider, because these possess 

much smaller radius compared to the free Wannier–Mott 

exciton. A small size of Frenkel exciton is due to the low 

dielectric constant (relative permittivity) of an organic 

medium (usually ε ~ 1.5…4.0), which causes high 

Coulombic attraction of electron and hole in the bound 

excited pair, whereas higher dielectric constants of 

semiconductor crystals (usually ε > 10), provide much 

lower Coulombic attraction, lower binding energy and 

larger radius of Wannier–Mott exciton.  

A one-electron atomic excitation gives rise to the 

smallest electron-hole distance called the Bohr radius [9], 
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where ħ is the reduced Plank constant, me – electron 

mass, c – light speed, and α – fine-structure constant. aB 

is 0.053 nm, which corresponds to the Bohr radius in the 

hydrogen atom; however, even a smaller Bohr radius can 

be found in one-electron ions, such as He
+
 and Li

2+
 

(being aB /2 and aB /3, respectively), since the modified 

Bohr radius ae depends on the reduced mass µ of the 

electron-nucleus pair, or the number of protons Z in the 

nucleus: 
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However, excitations in the above one-electron 

atoms or ions cannot be literally considered as exciton, 

since the exciton is a mobile excitation able for 

delocalization or migration (energy transfer), which is 

not the case here. Thus, a question may arise, what is the 

limited size/structure of a molecule beyond which the 

exciton concept does not work? 

Beside crystals, the excitons in complex multi-

electron molecules can be formally considered as a result 

of collective excitation too, due to electron-electron 

interactions and excitation delocalization over different 

fragments in a molecule. Scholes and Rumbles give an 

example of polyacene molecules, where lengthening of a 

benzene molecule by adding additional benzene units 

splits molecular energy levels and thus contributes to 

formation of the exciton band through combination of 

local single excitations; therefore, the authors state that in 

this case “the single-excitation configurations are mixed 

by exchange interactions so that each excited state – 

exciton state – is a linear combination of the single-

excitation configurations” [10]. The same statement can 

be applied to linear conjugated chain, starting from 

ethylene molecule (Fig. 2). By adding new conjugated 

units, the HOMO and LUMO levels of the molecule split 

and transform to exciton bands.  That is similar to situation 
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Fig. 2. Energy scheme of 1D conjugated chain showing an 

increasing splitting of the π and π* molecular orbitals and 

formation of the exciton band with increasing amount of the 

conjugated bonds. 
 

 

in a dimer, where two molecules are strongly coupled to 

each other, which leads to Davydov’s splitting of the 

energy levels due to collective excitation of the both 

molecules [11]. Therefore, a 1,3-butadiene molecule 

(Fig. 2) probably can be considered as a smallest 

conjugated structure, where the exciton arises. The length 

of this molecule is 3.5 Å [12], which should correspond 

to its exciton size. The other example includes a cluster 

of C60 with conjugated bonds. Due to the closed 

buckyball structure the exciton is confined to the 

buckyball dimension and has a size of 5 Å (Table).  

However, a smallest structure able to produce an 

exciton seems to consist of only two coupled atoms. 

Morrison et al. applied an exciton model to a linear 

chains of He atoms (n = 2…30), where the atomic 

excited states tend to be fully delocalized across the 

entire chain [13]. Simulation of the Frenkel–Davydov 

exciton started from the He2 dimer (with each atom sepa-

rated by the He2 equilibrium distance of 1.581978 Å), 

which can be taken as the smallest exciton size. 

The other example of small excitons concerns 

donor-acceptor (D-A) systems where acceptor of energy 

is separated from donor of energy by only a few 

angstroms. In small molecules like rare-earth complexes 

the Förster energy transfer from the ligand to the metal 

ion can proceed over a distance of few angstroms. In the 

limit of the pure Dexter energy transfer which enables 

diffusion of triplet excitons, energy flow proceeds 

between D and A that are closely contact by transfer of 

the excited electron of D to the excited level of A, 

followed by a second (or concerted) exchange of electron 

that occurs from the A ground state to the D ground state, 

with the electron transfer rate k described by Eq. (4): 

  0exp rrAk  ,      (4) 

where β is a medium-dependent property describing the 

decay of the inverse tunneling distance of an electron 

between donor and acceptor, which can be taken as the 

inverse length of triplet exciton. You et al. found that for 

triplet-triplet coupling between a pair of face-to-face 

ethylene molecules,  the exponential attenuation factor is  

2.59 Å
–1

, which is about twice as large as typical values 

for electron transfer [14]. However, even a larger 

computed attenuation factor (respectively smaller exciton 

energy transfer distance) up to 5.14 Å
−1

 was reported by 

Curutchet and Voityuk for the Dexter transport [15]. 

3. Exciton size in low-dimensional media 

Spatial dimensionality D of the system largely influences 
localization-delocalization dynamics of exciton. First, the 
excitation process differs greatly in 1D and 3D systems. 
In bulk 3D semiconductors, the exciton has a binding 
energy of the excited electron-hole pair, which is 
compared to or smaller than kT (T – room temperature), 
and a weak Coulomb interaction of the order of few 
meV, respectively. Therefore, such excitons are mostly 
dissociated after the excitation. Exciton binding energies 
increase in low-dimensional systems and are one to two 
orders of magnitude larger in typical quasi-1D 
semiconductors such as conjugated chains, leading to that 
the 1D excitons are bound tightly, possess small radius 
and undergo ease recombination. These properties follow 
from the simple hydrogenic Schrodinger equation in the 
fractional-dimensional space [16], which provides the 
exciton radius re and the binding energy Eb of the 1s 
exciton as a function of D: 
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where Ee is the effective Rydberg constant. It follows 

from Eqs (5) and (6) that in an ideal 1D system the 

exciton should be squeezed to a negligibly small radius, 

because of infinitely large Coulomb energy. As a result, 

this leads to remarkable changes of the exciton size in 2D 

systems such as transition metal dichalcogenides 

(TMDCs). For example, the Wannier–Mott excitons in 

bulk MoS2, which originate from the vertical band-to-

band transitions, have the size of 2.35 (exciton A) and 

1.74 nm (exciton B), whereas they shrink to 1.0 and 

0.8 nm, respectively, in monolayer of MoS2 (Table). 

Interesting features of excitons are that they can originate 

due to splitting in valence and conduction bands by spin-

orbit coupling, the so-called Rashba effect [17, 18]. For 

this exciton (exciton C), which originates from the 

indirect band-to-band transitions due to the Rashba effect 

[19, 20] (Fig. 1f), the changes in size are even more 

dramatic, being 5.53 and 1.8 nm for the 3D and 2D 

excitons, respectively (Table). 

The other property of excitons in low-dimensional 

systems is self-trapping effect that leads to significant 

squeezing of the initial delocalization of the excitation to 

a size of the order of the lattice constant. The exciton 

self-trapping mostly occurs due to the strong exciton-

lattice coupling, but it takes place only if the chain is 

deformable, which results in a chain distortion that 

produces a new polaronic state below the exciton band 

bottom [21]. A strong electron-phonon coupling is a 

remarkable feature of 1D electronic systems, which leads 

to the dynamic torsional disorder along the 1D chain and 

the exciton self-trapping [4]. 
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Self-trapping depends strongly on dimensionality of 

the exciton delocalization pathway, and in 1D systems 

the excitons should be always self-trapped, because the 

self-trapping minimum lies lower than that of the free 

exciton (Fig. 1c), and there is a lack of any energy barrier 

between free and self-trapped excitonic states, as it was 

predicted in the theory developed by Rashba and Toyo-

zava [22, 23]. In addition, because a strong electron-

phonon coupling exists in 1D electronic systems, this 

leads to the dynamic torsional disorder along the 1D 

chain. The electron-phonon coupling is a function of 

length of the 1D system, and it increases in shorter 

molecules with smaller amount of π-conjugated bonds; 

particularly, it increases linearly for the linear aromatic 

acenes as a function of the inverse number of carbon 

atoms in the molecule [24].  For example, within tens of fs 
 

 
 

from photoexcitation a singlet Frenkel exciton in P3HT 

single molecules becomes delocalized over ~15 mono-

mer units, which can be considered as a kind of charge-

transfer (CT) exciton with quasi-free electrons and holes 

capable for ultrafast coherent charge transfer of the 

primary photoexcited carriers [25]. Then, localization of 

the above charge carriers to the bound exciton or exciton 

self-trapping to less than 10 monomers units takes place 

within ~ 100 fs due to the local structural chain distortion 

or twisting.  

However, some low-dimensional systems, particu-

larly, carbon nanotubes and graphene nano-ribbons, 

indicate unusual behavior of exciton with rather large 

exciton size of the order of 10 nm (Table). In carbon 

nanotubes, although the exciton Bohr radius along the 

tube axis  was assessed  to be  ~ 1 nm [26],  the measured  

Table. Exciton size in excitations of the different type.  

Structure/Excitation type Exciton size/Reference 

Hydrogen/single-electron excitation  0.053 nm (Bohr radius)* 

He2 dimer/Frenkel exciton 0.16 nm [13] 

1,3-butadiene/Frenkel exciton 0.35 nm (see text) 

D-A systems/Dexter energy transfer <0.5 nm (see text) 

C60/Frenkel exciton 0.5 nm [30] 

Semiconductor crystals/self-trapped exciton of the order of the lattice constant (e.g., 0.56 nm 

for GaAs) 

One-dimensional molecules with a size longer than ~4 nm/ 

Frenkel exciton 

0.7 nm [30] 

2D TMDC MoS2/Low-dimensional exciton 1.0 nm (direct exciton A) 

0.8 nm (direct exciton B) 

1.8 nm (indirect/ Rashba exciton C) [39] 

3D MoS2/Wannier–Mott exciton 2.35 nm (direct exciton A) 

1.74 nm (direct exciton B) 

5.53 nm (indirect/Rashba exciton C) [39] 

Hybrid perovskite CH3NH3PbI3 /Rashba exciton 2.5 nm [40] 

PPV polymer/delocalized Frenkel exciton ~ 2.5…3.5 nm (see text) 

DNTT/delocalized Frenkel exciton ~ 9 nm (14-15 molecules) [32] 

ZnS/Wannier–Mott exciton 1.5 nm 

ZnO/Wannier–Mott exciton 2 nm [41] 

CdS/Wannier–Mott exciton 3 nm [41] 

Carbon nanotubes/Wannier–Mott exciton 2 nm [27] 

3.5…13 nm [42] 

13 nm [28] 

Linear aggregate of C60 /Wannier–Mott exciton ~ 5…7 nm [45] 

Si/ Wannier–Mott exciton 9 nm [43] 

11-armchair graphene nano-ribbon/Wannier–Mott exciton 10 nm [44] 

GaAs/Wannier–Mott exciton 12 nm [41] 

PbS/Wannier–Mott exciton 18 nm [41] 

InAs/Wannier–Mott exciton 38 nm [41] 

Optical microcavity/Exciton–polariton  20 µm [38] 
 

*Hydrogen Bohr radius is given for the comparison; it is not associated with the exciton. 



SPQEO, 2022. V. 25, No 4. P. 372-378. 

Dimitriev O.P. The exciton size: Where are the limits? 

376 

values revealed that the exciton size varies from 2 [27] to 

13 nm [28]. This unexpectedly large exciton size in 

carbon nanotubes is due to the fact that the exciton in this 

1D system is sensitive to dielectric constant of the 

environment that renders a screening effect on exciton 

transition and binding energies, thus reducing the electron-

hole interactions and enlarging the exciton size [28]. 

4. Upper limit of the exciton size 

The Wannier–Mott exciton has a larger radius (usually 

above 1 nm) as compared to the Frenkel exciton, since 

the electron-hole pair is bound by a weaker electrostatic 

force due to usually high dielectric constant of the 

medium. For example, in the InAs crystal, the Wannier–

Mott exciton size can be as large as 38 nm (Table). 

However, a large exciton size can be found in the Frenkel 

exciton too, due to delocalization of excitation over two 

or more subunits associated with the delocalization 

across heterojunction, over conjugated chain or 

molecular assembly, where the different subunits are 

excited coherently. Exciton delocalization across a 

heterojunction with electron located at the acceptor and 

hole at the donor counterpart, i.e., formation of the CT 

exciton, depends on the donor-acceptor architecture 

(face-on or edge-on orientation of the moieties) and 

exciton energy (hot or cold), leading to exciton size 

variation from 0.9 to 2.4 nm for the system of PCBM 

fullerene acceptor and dual-band donor polymer 

composed of thiophene, benzothiadiazole, and 

benzotriazole subunits [29]. Mewes et al. found that  

the Frenkel exciton has a saturation length of 0.7 nm in 

1D chains longer than 4 nm [30], however, Tretiak et al. 

calculated that in PPV polymer due to delocalization,  

the coherence length of the delocalized exciton 

constitutes 5-7 monomer units (~2.5…3.5 nm) [31]. 

Tanaka et al. reported an exciton coherence length in 

dinaphtho[2,3-b:2,3-f]thieno[3,2-b]thiophene (DNTT) 

crystals to be 14-15 molecules (i.e., about ~ 9 nm), 

whereas this value increases up to 40 molecules upon 

alkyl-chain substitution in C10-DNTT crystals [32].  

The exciton coherence length in J-aggregates of 

pseudoisocyanine can be as much as over 100 molecules 

[33, 34], that is, about ~ 100 nm. 

Other options that assist in formation of ultralong 

exciton delocalization include surface plasmon-polaritons 

and optical cavities. Quenzel et al. demonstrated that the 

exciton coherence length of squaraine aggregates can be 

increased from 10 to 24 molecular units at room 

temperature in the presence of plasmon mode due to the 

radiative coupling of localized, energetically nearly 

resonant excitons on the molecular units and delocalized 

surface plasmon-polariton modes at a planar molecule – 

gold interface [35]. Optical cavity can produce photons 

as a result of exciton decay, which can oscillate long 

enough including the processes of reabsorption, 

reemission, and so on. The entangled exciton-photon 

eigenstates then lead to formation of cavity polaritons, 

wave functions of which extend over large distances well 

exceeding the molecular length. The strong coupling 

regime  between  the exciton  and  photon  provides  both  

a large delocalization length of the exciton and ultralong 

energy transport well beyond the Förster limit due to the 

entangled and delocalized nature of the polaritonic states. 

In this case, the energy transfer efficiency can reach up to 

37 for donor-acceptor distances ≥ 100 nm [36]. 

Exciton-polariton modes can be generated due to 

coupling of a Bloch surface wave photon with molecular 

excitons mediated by optical microcavities containing a 

disordered excitonic material, where the delocalized 

exciton-polariton possesses a group velocity as high as 

3·10
7
 m·s

–1
 and the lifetime close to 500 fs, leading to 

propagation distances of over 100 µm from the excitation 

source, whereas the exciton-polariton coherence length, 

i.e., exciton delocalization, is as high as 20 µm due to 

self-interference of the polariton mode [37, 38]. 

5. Conclusions 

Being based on the above analysis, it can be concluded 

that the exciton size is largely dependent on material and 

excitation conditions, and it can span as much as five 

orders of magnitude. The low limit, which is relevant to 

the Frenkel exciton in two-atomic molecule, small 

conjugated molecules like 1,3-butadiene, or donor-

acceptor rare-earth complexes with Dexter energy 

transfer, is usually less than 0.5 nm and can be as small 

as 0.16 nm. This value, however, is larger than the 

hydrogen Bohr radius by at least three times, which 

makes a clear difference between the exciton and a local 

molecular/atomic excitation. On the other hand, the 

upper limit of exciton size can be considered as an 

exciton delocalization length in multichromophoric 

systems or ordered assemblies, where multiple subunits 

can be excited coherently. In this case, the exciton size 

can be extended to over 100 nm. However, optical 

cavities render even more significant impact on exciton 

delocalization, providing the lengthening of the exciton 

size through self-interference with the polariton mode, 

which yields the exciton delocalization length to be as 

high as tens of micrometers. The above significant  

scales of changes that the exciton size can experience 

provide exciting opportunities for relevant applications  

of exciton-related phenomena in photonics and opto-

electronics. 
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Розмір екситона: де межі? 

О.П. Дімітрієв 

Анотація. Поняття екситону передбачає колективний збуджений стан, здатний рухатися як частинка. Його 

розмір визначається радіусом збудженої електрон-діркової пари, і, хоча він може змінюватися на два порядки 

величини, він завжди просторово обмежений, тоді як його довжина делокалізації завдяки просторовій динаміці 

хвильової функції екситону може забезпечити навіть більший масштаб змін. У цій роботі обмеження розмірів 

екситонів обговорюються шляхом аналізу, де концепція екситонів все ще має місце. Показано, що розмір 

екситону може бути всього лише кілька ангстрем, але навіть менші розміри, ймовірно, можуть бути 

виправданими. У той же час зв’язок екситону з поляритонною модою може збільшити довжину когерентності 

екситонного поляритону до значень 20 мкм, таким чином розширюючи масштаб можливих розмірів екситонів 

до п’яти порядків. 

Ключові слова: екситон Ванье–Мотта, екситон Френкеля, делокалізація, автозахоплення, низькорозмірне 

середовище, ефект Рашби. 

https://doi.org/10.1021/acs.jpcc.5b12686
https://doi.org/10.1063/1.460220
https://doi.org/10.1002/anie.201703539
https://doi.org/10.1002/adma.202002127
https://doi.org/10.1039/C6TC02502A
https://doi.org/10.1021/nl503494y
https://doi.org/10.1073%2Fpnas.0711646105
https://doi.org/10.1039/C1NR10885A

